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Goal: find a “policy”                         that maximizes reward



Value of a policy

● Given an MDP and a policy                      , we can find the value 
of a policy by solving a system of linear equations.



Value of a policy

● Given an MDP and a policy                      , we can find the value 
of a policy by solving a system of linear equations.



Value of a policy

● Given an MDP and a policy                      , we can find the value 
of a policy by solving a system of linear equations.

Can use to evaluate which policy is better.
How to compute best policy?
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