
Introduction to 
            Machine Learning
    

Reinforcement 
Learning









Reinforcement Learning

Markov Decision Process



Reinforcement Learning

Markov Decision Process
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Markov Decision Process

Goal in RL: find a “policy”                         that maximizes reward
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Review: Value of a policy

● Given an MDP and a policy                      , we can find the value 
of a policy by solving a system of linear equations.

Can use to evaluate which policy is better.
How to compute best policy?
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Review: (Infinite-Horizon) Value Iteration

Finite-horizon value iteration:

Issue: need to know reward and 
transition functions!



A more realistic scenario
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Reinforcement Learning Overview

https://spinningup.openai.com/en/latest/spinningup/rl_intro2.html

Today!

Goal in RL: find a “policy”                         that maximizes reward in an 
unknown MDP.
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Receive reward, transition to s’
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Q-Learning

Initialize Q function to 0

“Act” in the environment
Receive reward, transition to s’

Update Q function for the 
sampled state and actionMove onto next state



What changed?



What changed?

Since we don’t know R and T, we estimate it by “sampling” in the environment
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Moving average



What changed?

Looks like gradient descent!

Moving average
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Q-Learning

Linear regression with just the bias term

Target

Current guess

Learning rate

Key difference: in Q-learning, the target itself is a function of what is 
being learned (and the reward)!
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How to select an action?

Argmax action from current policy?

Initially Q function is bad ⇒ argmax not a good idea.



Q-Learning

How to select an action?

ε-greedy strategy:

Exploitation

Exploration



Q-Learning

● Q[s,a] is a scalar for each possible state and action. (“Tabular” 
Q-learning)

● What if states are high dimensional or continuous?

● What if actions are not discrete?



DQN: Deep Q-Networks

● Parameterize Q function to be an output from a neural network!
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Neural 
Network

State Score for 
each action

Neural 
Network

State

Action (one-hot 
for discrete)

4.5    
3.2
1.5

1.5

Score 
corresponding 
to input action

Network 1

Network 2

Network 3

State

4.5

3.2

1.5

What are the pros and cons of 
these approaches?

Separate 
network for 
each action 
(3 actions)
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DQN: Deep Q-Networks

Randomly initialize

Minimize regression loss
Issue: instability arising from both guess and 
target being from a learned network.
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DQN: Fitted Q-Learning

Collect data from current policy

Create supervised 
learning dataset

Train a neural network with regression loss!


