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| Ex_am p_'I;e

(if)

poOor SOl

pOOr SOl

R(rich,plant)=70
R(poor,plant)=10
R(rich,fallow)=0
R(poor,fallow)=0

e Strategy A: always try actions uniformly at random
e £.g. s = poor
a = fallow, s = rich,r = 0
a = plant, s = poor,r = 70
o Strategy B: after a few moves, choose a policy (e.qg.
whatever seems best so far) and commit to it
 E.g. from here: if rich, plant & if poor, fallow
* What could go wrong with each strategy”
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- Example (iii)

Some possible strategies

0.9999
0.0001
fallow:
rich soll POOr Soill
R(rich,plant)=70
R(poor,plant)=10
0.0001 0.9999 R(F)rﬁ:%r,%ﬁgw):o
R(poor,fallow)=0

e Strategy A: always try actions uniformly at random
e £.g. s = poor
a = fallow, s = rich,r = 0
a = plant, s = poor,r = 70
o Strategy B: after a few moves, choose a policy (e.qg.
whatever seems best so far) and commit to it
 E.g. from here: if rich, plant & if poor, fallow
* What could go wrong with each strategy”
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f?
? .
fallow:
rich soll POOr Soill

R(rich,plant)=70
? R(poor,plant)="
R(rich,fallow)="7
R(poor,fallow)=0

Strategy A: always try actions uniformly at random
e £.g. s = poor
a = fallow, s = rich,r = 0
a = plant, s = poor,r = 70
Strategy B: after a few moves, choose a policy (e.g.
whatever seems best so far) and commit to it
 E.g. from here: if rich, plant & if poor, fallow
What could go wrong with each strategy?
What are the benefits of each strategy?
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t Focused on |
i exploring |

« Strategy A: always try actions uniformly at random
e E.g. s = poor |
a = fallow, s = rich,r = 0
a = plant, s = poor,r = 70
o Strategy B: after a few moves, choose a policy (e.qg.
whatever seems best so far) and commit to it
 E.g. from here: if rich, plant & if poor, fallow
* What could go wrong with each strategy”

by What are the benefits of each strategy?
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R(rich,plant)=70
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« Strategy A: always try actions uniformly at random _
e £E.9. s = poor |
a = fallow, s = rich,r = 0
a = plant, s = poor,r = 70
e Strategy B: after a few moves, choose a pollcy (e.q.
whatever seems best so far) and commit to itf Fgeused on |
 E.g. from here: if rich, plant & if poor, fallow} explomng
* What could go wrong with each strategy? ————

by What are the benefits of each strategy?
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Exploration vs. exploitation
- ?

?
fallow:
pOOr SOll rich soll POOr Soill
R(rich,plant)="7
o ? R(poor,plant)="
' R(rich,fallow)="7
e Trade-off R(poor,fallow)="7

 Exploration: the more we explore, the better we
understand the world (e.g. Tand R)
e Exploitation: based on what we know about the world,

we can take actions with the aim to get highest reward
* One option (not the only one!): e-greedy strategy

e With probability 1-¢ , exploit
e With probability € , choose an action uniformly at random



Exploration vs. exploitation
' ?

?
fallow:
pOOr SOll rich soll POOr Soill
R(rich,plant)="7
o ? R(poor,plant)="?
R(rich,fallow):’?

e Trade-off R(poor,fallow)="

 Exploration: the more we explore, the better we
understand the world (e.g. Tand R)
e Exploitation: based on what we know about the world,
we can take actions with the aim to get highest reward
* One option (not the only one!): e-greedy strateqy
e With probability 1-¢ , exploit f Need to specn‘y howl
» With probability €, choose an action uniformly at random

e Consider infinite honzon. It we had Q% we could exploit.
. |dea: estimate Q0 from the observations (“data”) so far.




Can we approximate Q*7?

e Option 1: Estimate transition model Tand
reward function R [T ———

Initialize S“)::&)

?
fallow:
pOOr SOll rich soill
2 ?

pOOr SOl

R(rich,plant)="7

R(poor,plant)="
R(rich,fallow)
R(poor,fallow
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Initialize: any s,a,s" T(&a”s)::i;°

for t =1, 2, 3,
alt) = select_action(s“%CQ




Can we approximate Q*7?
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fallow:
pOOr SOll rich soll POOr Soill
R(rich,plant)="7
o ? R(poor,plant)="
R(rich,fallow)="7
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 Option 1: Estimate tran8|t|on model Tand R(poorfallow
reward function R T ’
Tnitialize sM = Sy . C—
Initialize: any s,a,s" T(s,a,s ) = L'f?u(s,a) = ();Q
for t =1, 2, 3,
a®) = select action (s, Q
r) st — oxecute (¢®) )
R(s®, a0 = )

Fach s,a,s’:T(s,a,s) =

1+>°F 1{s(V=s,aV=qa,s "t =¢"}
|S|—|—Zf:1 1{3(i):3,a(i):a}




Can we approximate Q*7?
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 Option 1: Estimate tran8|t|on model Tand R(poor fallow
reward function R T ’
Initialize S“)::&) -~ AE—
Initialize: any s,a,s" T(s,a,s ) = L'f?u(s,a,) = O;Q
for t =1, 2, 3,
a®) = select action (s, Q
r) st — oxecute (¢®) )
R(s®, a0y = 7t
Each s,a,s’:71(s,a,5") =

1+>°F 1{s(V=s,aV=qa,s "t =¢"}
|S|—|—ij:1 1{3(i):3,a(i):a}




Can we approximate Q*7?

r?
? .
fallow:
pOOr SOll rich soll POOr Soill
R(rich,plant)="7
o ? R(poor,plant)="
R(rich,fallow)="7
)="7

* Option 1: Estimate transition model Tand Hpoorfallow
reward function R PN
Initilalize 8(1) = S0 - e
Initialize: any s,a,s” T(s,a,s ) — L'fw?(s,a) — O;Q
for t =1, 2, 3,

al) = select action (s, Q
TA(t),s(tH) — execute (g® )
R(s(t),a(t)) — r(t)A N1 {5 =50 —a,s(HD =g’
Fach s,a, s’ :T(87a7 S ) — |§|‘|‘E§f:1 1{s()=s,a()=qa}

9 () = infinite-horizon—value-iteration (R,T)




But what do we g@ow at the start?01

0.9
fallow:
rich soll poor soil
R(rich,plant)=100
0.9 0.1 R(poor,plant)=10

R(rich,fallow)=0
R(poor,fallow)=0

e (GGeneral goal: Find a policy to maximize expected reward.

e Up to this point: Assume we know full Markov decision
process (MDP).
e We figure out best policy and use it from the start.

e But we often don't know the transition model T or reward
function R before we start.

* Next: Assume we do know the states, actions, and discount.

But we don't know T or R.

e Find a sequence of actions to maximize expected reward.



