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Since h1 generalizes the best based on test errors, we expect it to be
chosen as h and to have had the lowest error on any given training
set - this corresponds to the right plot. The left and middle plots
indicate choosing different classifiers as h based on the training set
performance. The middle plot is actually impossible because there
are 4 distinct y values even though we only have 3 classifiers to choose
from. So the ordering from left to right is 2, 3, 1.

10) This problem uses similar strategies to the minimal network for separat-
ing XOR-type distributions. Note that all non-input nodes have ReLU
activations.

11) a) Move if in A, stay if in C. If a state has a negative initial value it
is advantageous to move to a state with positive value to increase
reward, so we would move from A to B or C. If a state has positive
initial value, like C, then it will stay because the payoff is already
positive.

b) V1(C) = maxa∈A
∑

s′∈S T (s, a, s′)[R(s, a, s′) + γV0(s′)]
a = S: equation evaluates to 0.5
a = M : equation evaluates to 0.25
so V1(C) = 0.5

c) Note that F is a terminal state, so we cannot transition out of it to
get any reward. If we perform value iteration until convergence to
find V ∗(s) for all s, we get that V ∗(F ) = 0.

d) We are not guaranteed to get the cumulative discounted reward equal
to V ∗(D) if we begin in state D and act optimally according to the
converged values because the optimal value function represents an
expectation, not a guarantee. In other words, if you could reset
the agent to state D and repeatedly run the simulation, then your
empirical average cumulative discounted reward would converge to
V ∗(D). This does not guarantee that any single run will give you
that amount of discounted reward.

12) a) The input to the first hidden unit is z1 = xw11 + w01, but we’re
given that w11 is 1 and w01 is 1. Therefore, the ReLU activation
turns inputs with x ≤ −1 into 0.

b) It will look like a ReLU from 2 to 2.

c) Yes, from the graph, the training examples are linearly separable in
the transformed coordinates.

d) We know that w02 will decrease when the derivative of loss with
respect to w02 is positive, since the gradient descent update subtracts
and the step size is positive. This occurs for x ∈ (1,∞).

e) All the parameters would stay as initialized, so everything (except
the offsets) would stay 0.
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