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= 0.5 ⇤ 12 + 0.5[0.5 ⇤ 0 + 0.5 ⇤ 0.5] = 0.5 + 0.53 = 0.625

Q2(s1,W ) = R(s1,W )+�[T (s1,W, s0)V1(s0)] = 1⇤12+0.5[1⇤0] = 1

since V (s0) stays 0, Q(s1,W ) stays 1 and V (s1) stays 1 with W as
the optimal action.

Q2(s2, J) = R(s2, J) + �[T (s2, J, s2)V1(s2) + T (s2, J, s0)V1(s0)]

= 0.5 ⇤ 22 + 0.5[0.5 ⇤ 2 + 0.5 ⇤ 0] = 2 + 0.5 = 2.5

Q2(s2,W ) = R(s2,W )+�[T (s2,W, s1)V1(s1)] = 1⇤12+0.5[1⇤1] = 1.5

V2(s2) = max{Q2(s2, J), Q2(s2,W )} = 2.5

s3 and s4 are analogous to s2, and all three of these states will keep J
as the optimal action in future iterations. Therefore the policy does
not change.

4) a) The optimal policy will be the one that moves towards higher re-
wards, so S5 will move left while all the other states will move right
(towards S5).

b) one value iteration: 1
two value iterations: 1 + 0.5(10) = 6
infinite value iterations: 1 + (

P1
i=1 0.5

i)(10) = 11

5) a) Solutions are fine.

b) If we cannot tune hidden layer weights, then we should not be able to
solve an XOR-like distribution with just the input and output layers.
Note that we can, in theory, solve the other distribution with a single
linear separator.

c) The network outputs +1 because f(z1) = 2, f(z2) = 0, W1 = W2 =
1, and W0 = �1 for (b, 2).

d) Recall that only outgoing weights of b and 2 inputs are active for
the input (b, 2) and could potentially be updated. However, since
f(z2) = 0, there is no backpropagation through it. Therefore only
weights from b to the f(z1) hidden unit, 2 to the f(z1) hidden unit,
and the f(z1) unit to the output unit are updated.

6) a) Note that the transition probabilities are all 1, simplifying the calcu-
lations. With � = 0, none of the future rewards matter, so we can use
the rewards given in the table at face value to determine the optimal
policy. EXPLORE from HIGH and LOW gives higher rewards than
CHARGE from HIGH and LOW. EXPLORE and CHARGE give the
same reward from EMPTY, so they are equally preferable.

b) Changing � from 0 will make future rewards matter. While the op-
timal policy for HIGH will not change, the policies for LOW and
EMPTY could change. Note that the policy for EMPTY won’t
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