
35OBLEM​ ​​ ​27 
 

 

 
 
 



 
 
 
 
 
 
 
 



Additional Explanations

The solutions assume we are not zero-padding the input, so the output is 
smaller size than the input. Note this is what happens when you use 
padding=valid rather than padding=same in Keras.

Technically, a convolution requires first flipping the filter, but in CNNs we 
typically don’t worry about doing this. Some of you may have flipped the 
filter and thus gotten different answers, which is okay. On an exam we 
would be very clear about our expectations regarding this.

a) First value = (1∗1)+(2∗0)+(−1∗−1) = 2. Second value = (2∗1)+ (−1∗0)+
(1∗−1) = 1. Third value = (−1∗1)+(1∗0)+(−3∗−1) = 2.

b) First value = (1∗−1)+(2∗1)+(−1∗−1) = 2. Second value = (2∗−1)+
(−1∗1)+(1∗−1)=−4. Third value=(−1∗−1)+(1∗ 1)+(−3∗−1) = 5.

g) Our effective input length is W + 2P when we take into account the 
padding (which adds P zeros on each side of the input). If we had a stride 
of 1, let’s think about what our output length would be. Output length is 
just the number of places across which we drag the filter. If we drag a 
length-3 filter across W + 2P = 5 values, we get output length 3. If we 
drag a length-3 filter across W +2P = 7 values, we get output length 5. 
From this we can deduce the pattern that the output length is W + 2P − F 
+ 1. Working out some examples where stride is greater than 1 shows 
how to incorporate the stride into this expression, and we get (W + 2P − 
F )/S + 1.

i) The answer is,thus,1000+10+50+5=1065.


