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6.390 Intro to Machine Learning

Lecture 4: Linear Classification
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"Learn" a model —

train, optimize, learn, tune,
adjusting / updating model parameters
gradient based

\l/ "Use" a model

predict, test, evaluate, infer
. applying the learned model
no gradients involved



Today:
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Learning
Algorithm
o) h classifier
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{"Fish", "Grizzly", "Chameleon", ...}



Today:

Training data
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A Learning
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new prediction y €

{"Fish", "Grizzly", "Chameleon", ...}

image adapted from Phillip Isola



Outline

e Linear (binary) classifiers

= to use: separator, normal vector

= to learn: difficult! won't do
« Linear logistic (binary) classifiers

= to use: sigmoid

= to learn: negative log-likelihood loss
o Multi-class classifiers

= to use: softmax

= to learn: one-hot encoding, cross-entropy loss
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https:/ / shenshen.mit.edu/demos/separato



https://shenshen.mit.edu/demos/separator.html

Step(2)

ifz >0

linear binary classifier
otherwise

L

x € R4

6 cR G, cR
Tz +6, ==z

features
parameters
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linear combination
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https://shenshen.mit.edu/demos/separator.html
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e To learn a model, need a loss function.

e One natural loss choice:

] 0 if guess = actual
501(970’) - { 1 otherwise

] 0 if step (GTaz(i) + 90) = 400)
| 1 otherwise

 Very intuitive, and easy to evaluate &
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https://shenshen.mit.edu/demos/01lossleftonly.html

 Very intuitive, and easy to evaluate &

o Very hard to optimize (NP-hard) @2

= "Flat" almost everywhere (zero gradient)

= "Jumps" elsewhere (no gradient)

13


https://shenshen.mit.edu/demos/01loss.html

Outline
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linear | linear logistic

__________________________  binaryclassitier 1 binary classifier
features z € R
parameters 6 € R, 6 € R
linear 0Te+0, =2
combination
o {1 ifz >0 {1 if o(2) > 0.5
predict |
0 otherwise 0 otherwise
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{ 1 ifz >0
0 otherwise
Step(z)
__________________ 1
" i

{ 1 ifo(z) >0.5

0 otherwise

4 9 9 4

Sigmoid : a smooth step function
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o Predict positive

1
1+ e *

1

= ey > 0

ifo(z) =

o Sigmoid o (-) outputs the probability or
confidence that feature z has positive label.

e 0 (-) between (0, 1) vertically

* 0, 6, can flip, squeeze, expand, or shift the o (+)
curve horizontally

(o (-) monotonic, very elegant gradient (see hw /rec)
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https://shenshen.mit.edu/demos/sigmoid.html

e.g. to predict whether to bike to school using a given logistic classifier

g(z) = o (0z + 6,) 2 features: g(z) =0 (0' x4 6))

1 feature:
1 1

" 1+ exp{— (02 +6y)} " 1texp{— (672 +6)}

S+ 4+
................................................... -
Bbd T 2|+
............. 45 - _
Temperature (C) vTempéraiure (C) T

linear logistic classifier still results in the linear separator 0"z + 6y = 0

image credit: Tamara Broderick
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Recall, the labels y € {+1,0} L. ( guess, actual )

— —[actual -log( guess ) + (1 — actual ) - log(1 — guess )]
training ++ HHt

data: Temperature (C) = —|ylogg + (1 —y)log (1 — g)]

g(x) =0 (0x + 0))

12+
if y=1, loss = -log(g) ‘

—— if y=0, loss = -log(1 - g)

101

0.0 0.2 0.4 0.6 0.8 1.0

Temperature (C)



Ify=1

training +

data:

Temperature (C)

g(x) =0 (0x + 6))

Temperature (C)

Temperature (C)

loss

12

10}

L. ( guess, actual )

= — [Mog g +{F—wHeet—o)t-

= —logg
if y=1, loss = -log(g)
_
@
OjO O.IZ O.I4 016 018 110
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Ify=0 L. ( guess, actual )

= — [glogg 4 (T—log (1 — g)]

training
data:

Temperature (C)

g(x) =0 (0x + 0))

Temperature (C)

Temperature (C)

loss

12

10

— ify=0, loss = -log(1 - g)

= — [log (1 — g)]

0.0

0.2

0.4

0.6

0.8

1.0
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training data:

=

<

Temperature(’C)

L. ( guess, actual )

= — [ylogg +F—wHegt—o) = —logyg

23


https://shenshen.mit.edu/demos/nlloverfit.html

linear linear linear logistic
. regressor binary classifier binary classifier
features z € R4
parametersi 6 cRY O, eR
linear combo | 'z 40, =z
o (1 ifz>0 1 ifg=o0(z2) > 0.5
predict . “ 0 otherwise | 0 otherwise
i (g—y)? 0 ifg=a
loss =Y i | 1 otherwise —lylogg + (1 —y)log (1 - g)]
' closed-form or NP-hard to learn « gradient descent only

optimize via |
i gradient descent

« need regularization to not overfit
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Outline
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= to learn: negative log-likelihood loss
 Multi-class classifiers

= to use: softmax

= to learn: one-hot encoding, cross-entropy loss
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/cUKz3R3k/output.mp4

o(z) : model's confidence the input z is a hot-dog

1 — o(z) : model's confidence the input « is not a hot-dog

o(z)

rd
L’

exp(z2) B exp(z)

T 1+ exp(z)  exp(0) + exp(z)

fixed baseline of "non-hot-dog-ness"  -----
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if we want to predict {hot-dog, pizza, pasta, salad}

&

9T£B + 9()

distribution

Vv

E } over these 4
categories

§§§§§§ 4 scalars, each one as a
"summary" of a food category
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if we want to predict {hot-dog, pizza, pasta, salad}

N\

eTZB + 9()

sz € R4

[ 0.23"
3.67
1.47

| 0.44

\ 4

=" )

softmax (z;)

J
__ exp () "0.0173
S exp(z)  [0.8543
, |0.0947
0.0338

N
\

entries between (0,1),
sums up to 1

distribution
over these 4
categories
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linear logistic

binary classifier

one-out-of-K
classifier

training data z € R?, y : K-dimensional one-hot

_________________________ U S
parameters | 0 c R>E g, ¢ RE

_________________________ N S

linear combo

0Tz +60, =2 ¢ RE

_________________________________________________________________________________________________________________________________

predict

positive if o(z) > 0.5

exp (21) / >_; exp (2;)

softmax(z) =

category corresponding to the largest
entry in softmax(z)

exp(ex) /3, exp ()
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Outline
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One-hot encoding:

« Encode the K classes as an R® vector, with a single 1 (hot) and 0s elsewhere.

 Generalizes from {0,1} binary labels

Training data

class: 1 2 K

Chameleon

)
- |

image adapted from Phillip Isola

Training data
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current prediction

g = softmax(-)

dolphin

cat

feature x grizzly bear
angel fish
chameleon

clown fish

iguana

elephant

image adapted from Phillip Isola

true label y

dolphin

cat

grizzly bear
angel fish
chameleon
clown fish
iguana

elephant

0,0,0,0,0,1,0,0,...]

loss Lo (9,v)

= — S5 e - log (gx)

How much better you
could have done
- 00 - Loss 0)
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feature

-

current prediction

g = softmax(-)

dolphin

cat

grizzly bear
angel fish
chameleon
clown fish
iguana

elephant

image adapted from Phillip Isola

log(g)

true label y IOSSKﬁnum (9,v)
- — Zk:l Yy - log (gk)

dolphin

cat

grizzly bear | I
angel fish
chameleon
clown fish
iguana

elephant

0 1 -00 - Loss 0)

0,0,1,0,0,0,0,0, ...
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Negative log-likelihood K — classes loss (aka, cross-entropy)

g : softmax output gr, : probability or confidence in class k

N\
\
\
\Y K

Lnllm(ga y) - Z Yr - log (gk)
k=1
y :one-hot encoding label yy, : either O or 1
o Generalizes negative log likelihood loss L£,(g,y) = — [ylogg + (1 — y) log (1 — g)]

o Appears as summing K terms, but

» for a given data point, only the term corresponding to its true class label matters.
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Classification

Image classification played a pivotal role in kicking off the current wave of Al enthusiasm.

ImageNet Classification 2012

What comes next?
* Krizhevsky et al. -- 16.4% error (top-5)

Krizhevsky,
* Next best (non-convnet) — 26.2% error Perceptrons,  PDP book,  Sutskever.

1958 1986 Himton, 2012

\/\/

Minsky and Papert, Al winter,
1972 2000

enthusiasm

28 years 28 years 2028 ? time




Summary

« Classification: a supervised learning problem, similar to regression, but where the
output/label is in a discrete set.

« Binary classification: only two possible label values.

o Linear binary classification: think of # and 6, as defining a d-1 dimensional hyperplane
that cuts the d-dimensional feature space into two half-spaces.

o 0-1 loss: a natural loss function for classification, BUT, hard to optimize.

 Sigmoid function: motivation and properties.

 Negative-log-likelihood loss: smoother and has nice probabilistic motivations. We can
optimize via (S)GD.

« Regularization is still important.

 The generalization to multi-class via (one-hot encoding, and softmax mechanism)

« Other ways to generalize to multi-class (see hw/lab)
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We'd love to hear
your thoughts.

Thanks!
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https://docs.google.com/forms/d/e/1FAIpQLSfG1vnfaOvy8jugeVHrJWJQB-_15IWBq683-XI8zlAJf6YZNg/viewform?embedded=true
https://docs.google.com/forms/d/e/1FAIpQLSfG1vnfaOvy8jugeVHrJWJQB-_15IWBq683-XI8zlAJf6YZNg/viewform?usp=sf_link

