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neural

networks

1. Why do we need a special network for images?
2. Why is CNN (the) special network for images?

9
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[video edited from  ]3b1b
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/UFBlWXWd/scale11.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


[video edited from  ]3b1b
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/nJYZeUKm/sacle22-1.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


[video edited from  ]3b1b
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/Tyec727Z/scale22-2.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


Why do we need a specialized network (hypothesis class)?

Use the same 2 hidden-layer network, need to learn ~3M parameters.
 
For higher-resolution images, or more complex tasks, or larger networks,
the number of parameters can just grow very fast.

Partly, fully-connected nets don't scale well for vision tasks, but more importantly ...

426-by-426
grayscale image
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Underfitting Appropriate model Overfitting

k = 1 k = 2 k = 10

Recall, more powerful models also tend to overfit 
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https://playground.tensorflow.org/

Recall, more powerful models also tend to overfit 
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https://playground.tensorflow.org/
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Why do we think

is 9?

12



Why do we think any of 

is 9?
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[video edited from  ]3b1b
14

https://s3.amazonaws.com/media-p.slid.es/videos/1146306/WJjoiZtC/level1.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


[video edited from  ]3b1b
15

https://s3.amazonaws.com/media-p.slid.es/videos/1146306/c9vaPrS1/level2.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


[video edited from  ]3b1b
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/c9vaPrS1/level2.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw


Visual hierarchy

Layered structure are well-suited to model this hierarchical processing.
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Visual hierarchy

Spatial locality

Translational invariance
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CNN cleverly exploits

via
Layered structure
convolution
pooling

to handle images efficiently and sensibly.

Visual hierarchy
Spatial locality
Translational invariance
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the same feedforward
net as before 

 
 
 

CNN
 
 
 
 

typical CNN structure for image classification
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typical CNN structure for image classification
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Convolutional layer might sound foreign, but it's very similar to fully connected layer

convolution with filters:

Layer

fully-connected

convolutional filter (kernel) weightsconvolution, activation

dot-product, activation

Forward pass, do Backward pass, learn

neuron weights
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0 1 0 1 1

-1 1

1

25

input

filter

convolved output

(0 ∗ −1) + (1 ∗ 1) = 1

example: 1-dimensional convolution



0 1 0 1 1

-1 1

1
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input

filter

convolved output

(1 ∗ −1) + (0 ∗ 1) = −1

-1

example: 1-dimensional convolution



0 1 0 1 1

-1 1

1 1

27

input

filter

convolved output

example: 1-dimensional convolution

(0 ∗ −1) + (1 ∗ 1) = 1

-1



0 1 0 1 1

-1 1

1 1
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input

filter

convolved output -1

(1 ∗ −1) + (1 ∗ 1) = 0

0

example: 1-dimensional convolution
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template matching

1 -2 2 0

convolution interpretation:
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0 1 -1 1 1

-1 1

input

filter

convolved
output 1 -2 2 0

"look" locally
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convolution interpretation: parameter sharing



0 1 0 1 1

convolve with dot product with
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0 1 0 1 1

1 I5×5



1 0 1 0

0 1 0 1 0

0 1

convolution interpretation:

input

filter

convolved
output

translational equivariance 

33



hyperparameters

Zero-padding

Filter size (e.g. we saw these two)

Stride (e.g. stride of 2)

0 1 0 1 10 1 0 1 10 1 0 1 10 1 0 1 1
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0000 00000000 0000

0 1 0 1 10 1 0 1 10 1 0 1 10 1 0 1 10000 00000 1 0 1 10 1 0 1 10 1 0 1 10 1 0 1 10000 0000

1-1 1
these weights are what
CNN learn eventually



2-dimensional convolution

input filter

[image edited from ]vdumoulin

output

35

https://github.com/vdumoulin/conv_arithmetic


[image edited from ]vdumoulin
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https://github.com/vdumoulin/conv_arithmetic


[image edited from ]vdumoulin

stride of 2

input filter output
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https://github.com/vdumoulin/conv_arithmetic


[image edited from ]vdumoulin

stride of 2
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https://github.com/vdumoulin/conv_arithmetic


[image edited from ]vdumoulin

stride of 2, with padding of size 1

input filter output
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https://github.com/vdumoulin/conv_arithmetic


[image edited from
]vdumoulin
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https://github.com/vdumoulin/conv_arithmetic


[video credit ]Lena Voita

Looking locally

Parameter sharing

Template matching

Translational equivariance 

convolution interpretation:
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/mkM4CKaD/cnn_with_cat.mp4
https://lena-voita.github.io/nlp_course/models/convolutional.html
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A tender intro to tensor:

[image credit:  ]tensorflow
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https://www.tensorflow.org/guide/tensor


redgreenblue

[Photo by , ]Zayn Shah Unsplash

We'd encounter 3d tensor due to:
1. color input
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https://unsplash.com/@zaynshah
http://unsplash.com/s/photos/mit-stata


image depth
(channels)image width

image
height

[Photo by , ]Zayn Shah Unsplash
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https://unsplash.com/@zaynshah
http://unsplash.com/s/photos/mit-stata


filter 1

filter 2

We'd encounter 3d tensor due to:
2. the use of multiple filters
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We'd encounter 3d tensor due to:
2. the use of multiple filters

50



2. the use of multiple filters

image depth
(channels)

image width

image
height

image depth
(channels)

1. color input

We'd encounter 3d tensor due to
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image width

image
height
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2d convolution, 2d output

image depth
(channels){d

...

...

...

3d tensor input, depth d
3d tensor filter, depth d

output

But, we don't typically do 3-dimensional convolution (in 6.390). Instead:



We don't typically do 3-dimensional convolution (in 6.390). Because:
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...

...

...

input tensor one filter 2d output

3d tensor input, depth 
3d tensor filter, depth 
2d tensor (matrix) output

d

d



multiple output matrices

...

...
... ... ...
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...
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output tensorinput tensor  filtersk

…
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2. the use of multiple filters 

1. color input

We'd encounter 3d tensor due to:

-- in doing 2-dimensional convolution
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✅

✅

✅

✅

✅
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slide w. stride slide w. stride

convolution max pooling

1-dimensional pooling

no learnable parameterfilter weights are the learnable parameter

ReLU
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2-dimensional max pooling (example)

[image edited from
]vdumoulin
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https://github.com/vdumoulin/conv_arithmetic


[gif adapted from demo ]source

can choose filter size

typically choose to have no padding

typically a stride >1

reduces spatial dimension

2-dimensional max pooling (example)
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https://deeplizard.com/resource/pavq7noze3


Pooling across spatial locations achieves invariance w.r.t. small translations:

{
{

{

channel channel

height

width

{width

height{

{

so the channel dimension remains unchanged after pooling.

pooling
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Pooling across spatial locations achieves invariance w.r.t. small translations:

[image credit Philip Isola]

large response regardless of exact position of edge
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[ ]AlexNet paper

filter weights fully-connected
neuron weights

∇L

L
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label

im
age

[all max pooling are via 3-by-3 filter, stride of 2]

https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


[image credit Philip Isola]
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[image credit Philip Isola]
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AlexNet '12 VGG '14

“Very Deep Convolutional Networks for Large-Scale Image Recognition”, Simonyan & Zisserman. ICLR 2015
[image credit Philip Isola and Kaiming He]

VGG '14
Main developments:

small convolutional kernels: only 3x3
 
 
 
 
 
 
 

increased depth: about 16 or 19 layers
stack the same modules
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VGG '14

[He et al: Deep Residual Learning for Image Recognition, CVPR 2016]
[image credit Philip Isola and Kaiming He]

ResNet '16
 

Main developments:

Residual block -- gradients can propagate
faster (via the identity mapping)
increased depth: > 100 layers
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Summary
Though NN are technically “universal approximators”, designing the NN structure so

that it matches what we know about the underlying structure of the problem can

substantially improve generalization ability and computational efficiency.

Images are a very important input type and they have important properties that we can

take advantage of: visual hierarchy, translation invariance, spatial locality.

Convolution is an important image-processing technique that builds on these ideas. It can

be interpreted as locally connected network, with weight-sharing.

Pooling layer helps aggregate local info effectively, achieving bigger receptive field.

We can train the parameters in a convolutional filtering function using backprop and

combine convolutional filtering operations with other neural-network layers.
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https://forms.gle/36SX9pqCTWpp323N8

Thanks!
We'd love to hear

your .thoughts
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https://forms.gle/36SX9pqCTWpp323N8
https://forms.gle/36SX9pqCTWpp323N8

