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embedding
Words ——— Vectors

[video edited from



https://s3.amazonaws.com/media-p.slid.es/videos/1146306/beexziK7/embedding_1.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw

Good embeddings enable vector arithmetic.

dict en2fr {

"apple" : "pomme",
"banana": "banane",
"lemon" : "citron"}

Key Value




A query comes:

dict en2fr = {
"apple" : "pomme",
"banana": "banane",

"lemon" : "citron'"}

query = "lemon"
- output = dict en2fr[query]

Query Key Value Output

citron

lemon [




What if:

dict en2fr = {
"apple" : "pomme",
"banana": "banane",

"lemon" : "citron'"}

query = "orange"
- output = dict en2fr[query]

Query Key Value Output

2?7?

AN
7

orange |

Python would complain. &



What if:

dict en2fr = {
11 a-pp]_ell : llpommell ,
"banana": "banane",
"lemon" : "citron'"}

query = "orange"
- output = dict en2fr[query]

But we may agree with this intuition:

Query Key Value Output

01 [+ 0.1 SRS - 0. |G

N

orange |¢ >




Now, if we are to formalize this idea, we need:

Key
orange |

Value

1. learn to get to these "good" (query, key, value) embeddings.
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2. calculate this sort of percentages



Query Key Value Output

Grange] BN - O 0.1 [ + 0.1 ] -0 s [
[banane
citon

/N

very roughly, with good embeddings, getting the percentages can be easy:



Query Key Value

Output

/N

01 [ + 0.1 [EARARE] + 0.5 o

very roughly, with good embeddings, getting the percentages can be easy:

orange orange

...............

orange

compared with keys — dot-product similarity

what about percentages?



Query Key Value Output

orange >- : > 0.1 - + 0.1- +0.8 -

/N

. compared with keys — percentages

orange orange orange
softmax — [0.1 0.1 0.8]




Query Key Value Output

orange): RSN - [ 0.1 [ - 0. ] + 0 s [N

/N

. compared with keys — percentages

orange orange orange
softmax — [0.1 0.1 0.8]

« combine values using these percentages as output

01 [ + 0.1 ERE)  o.5 [N

(very roughly, the attention mechanism does just this "reasonable merging")
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Image Classification on ImageNet
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Paperswithcode
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https://paperswithcode.com/sota/image-classification-on-imagenet

Large Language Models (LLMs) are trained in a self-supervised way

o Scrape the internet for unlabeled plain texts.

 Cook up “labels” (prediction targets) from the
unlabeled texts.

« Convert “unsupervised” problem into

“supervised” setup.

15



"To date, the cleverest thinker of all time was Issac. "

feature

To date, the
To date, the cleverest

To date, the cleverest thinker

To date, the cleverest thinker of all time was

label

cleverest
thinker

was

Issac
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Auto-regressive

‘e.g., train to predict the next-word

To date, the ——| model —

How to train? The same recipe:

« model has some learnable weights
« multi-class classification

17



[video edited from



https://s3.amazonaws.com/media-p.slid.es/videos/1146306/Z7oJAvJM/tokenization.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw
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input embedding (e.g. via a fixed encoder)

[image edited from


http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw

thinker | of all

[video edited from



http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw
https://s3.amazonaws.com/media-p.slid.es/videos/1146306/jT17Cidl/auto-regressive.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw
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Softmax

the B 8.82%
probably W 4.37%
John W 4.04%
Sir H 3.66%
Albert W 3.63%
Ber W 3.31%
a l 290%
Isaac 0 2.01% ' N
undoubtedly [ 1.58%
arguably [ 1.33%
Im [ 1.16%

Einstein [ 1.13%
Ludwig [ 1.04%

Cross-entropy loss encourages the internal weights update .
so as to make this probability higher ==~

[image edited from



http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw

Generative Boba

IntrO: By Boyuan Chen
Boba tea is an essential component of Asian students’ well-being and productivity. boyuanc@mit.edu
Prior studies [1] have suggested the lack of accessible boba shop hurts MIT’s reputation as a top CS school.

To address this problem, we open a novel boba shop at MIT - Generative Boba.

By providing PhD students with free boba every afternoon, Generative Boba boosts the research productivity of the floor by TBD%.

Generative Boba is also looking for Chief Boba Scientists to scale up! Contact me to be a co-author.

[1] Chen, B. (2022, June 20). BEST COMPUTER SCIENCE SCHOOLS RANKED BY BOBA. Boyuan’s Blog. Retrieved March 27, 2024,.

Step 1: Step 2: Step 3:
Sample a cup from cup set Gradually add t steps of ingredients Graduate Student Descent
- unsolved e
problems -

Xq|=- | X2 | X3 T e xXr

S—
D Xo boba
Fig 1: We propose boba diffusion, a novel generative model that boosts PhD student productivity
Today’s special: &= topping &= milk e3=tea &4 = SyTUup <)
[ =
20% 30-60% 20-50% b any
open boba pot for topping we serve lactose-free milk, use 20% for matcha hold black sugar bottle add a lid and straw
close pot lid to keep warm sometimes coconut milk use 50% for black tea upside down for 5-10s our straws are compostable

Fig 2: Implementation details of boba diffusion. We follow an efficient ingredient schedule while "today’s special” provides special recipes from time to time.

Generative Boba by Boyuan Chen in Bldg 45

image credit: Nicholas Pfaff
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https://nepfaff.github.io/
http://https//boyuan.space/

American shrew mols

[video edited from



https://s3.amazonaws.com/media-p.slid.es/videos/1146306/WXqqCntL/attention-drag1.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw

American shrew mole One mole of carbon dioxide Take a biopsy of {the mol

A N ]
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[video edited from
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https://s3.amazonaws.com/media-p.slid.es/videos/1146306/R1i061ij/attention_drag_2.mp4
http://www.youtube.com/channel/UCYO_jab_esuFRV4b17AJtAw
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n

"A robot must obey the orders given it by human beings ...

a robot must obey

[ | ? ? %I distribution
:H over the

vocabulary

push for push for push for push for
Prob("robot") Prob("must") Prob("obey") Prob("the")
to be high to be high to be high to be high
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robot

A4

input embedding

7

transformer block

!

transformer block

7

transformer block

/ output embedding
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Ay
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=
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a robot must obey

input embedding
\/wl Vv m2 \/m?) \/m4
¢ r A Y

....................................




robot must obey
input embedding
ml Vv m2 \/m?) Vv m4
output embedding
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a robot must obey
\
input embedding ]

=

output embedding
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al|T robot| z9 must| T3

attention layer
W,

attention mechanism

Wk Wv Wk Wv
qi q2 qs
dy,
! ! !

obey

44
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lnput P A

embedding

embedding

L1
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a robot must

Wi W, W, |

\
]
v v ¥ v ' '

q1 I I q2 q3

sequence of d-dimensional input tokens z

learnable weights, W, W,,, W;, all in R%*%

map the input sequence into dj-dimensional (gkv) sequence, e.g., ¢; = WqT T

the weights are shared, across the sequence of tokens -- parallel processing
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robot

q2

must

attention mechanism

obey

<4
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q1

attention mechanism
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Rnxdk

q1

q2

q3

44

Rnxdk
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Rnxdk
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q2
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Rnxdk q1

q2
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attention matrix

each row sums up to 1

Rnxdk
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q1

q2

g3
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attention mechanism
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q1
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q2
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attention mechanism

60



q1

|a11|a12|a13

(14

(@21

(@22

Q23

(24

q2

l l

attention mechanism
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one attention head

!

attention mechanism
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Each attention head

can be processed independently and in parallel with all other heads,

learns its own set of W, W;,, W,,

creates its own projected (g, k, v) tokens,

computes its own attention outputs independently,

« processes the sequence of n tokens simultaneously and in parallel

independent, parallel, and structurally identical processing across all heads and tokens.

69



multi-head attention
&9 |robot must T3

EAN -




multi-head attention
&9 |robot must |3

EAN -




multi-head attention
I9|robot must |3

—' iRd
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num tokens 2
token dim 4
(gkv) dim 3

num heads 5

Shape Example

73



num tokens 2
token dim 4
(gkv) dim 3

num heads 5

Shape Example

query proj
key proj
value proj
output proj

query
key

value
attn matrix

head out.

output -

2x3

2% 2

2x3

2 x4
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Some practical techniques commonly needed when training auto-regressive transformers:

Residual connection

Positional encoding

masking '
weight layer
F(x) [relo
weight layer
F(x) +x

X
identity

Nbatch

batchnorm layernorm

Layer normlization

75


https://jiachenzhu.github.io/DyT/

https:/ / poloclub.github.io / transformer-explainer /



https://poloclub.github.io/transformer-explainer/

applications /comments
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We can tokenize anything.

General strategy: chop the input up into chunks, project each chunk to an embedding
~

|
]
U
U
/

/

,/

this projection can be fixed from a pre-trained model, or trained jointly with
downstream task

tokens tokens tokens ‘ Q Q Q Q
patches sound byte pairs | [Thjre] ... [wl][.]
snippets | * T T T T
Three guineafowl.
input input input

[images credit: visionbook.mit.edu]
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a sequence of n tokens

tokens H H H H } each token € R% embedding

ot ]

patches

a projection, e.g. via a
fixed, or learned linear

input .
transformation

[images credit: visionbook.mit.edu]
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tokens

patches

input

a sequence of n = 25 tokens

} each token € R400

100-by-100

suppose just flatten

[images credit: visionbook.mit.edu]
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Multi-modality (text + image)

A — SOftmaX(S) ..............

— [T T
S . [qquestionkl’ s qquestionkN] .................

« (query, key, value) come from
different input modality
e cross-attention

query key value

I .

What color
is the
bird’s head
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https:/ / segment-anything.com /demo



https://segment-anything.com/demo

https:/ / dreamfusion3d.github.io



https://dreamfusion3d.github.io/

Forward (Noising) Process

Reverse (Generative) Process

G
N
s T
o &4 & o7
)
N
R RS

&
s

| Protein
‘Structure

Image/video credit: RFDiffusion https:/ /www.bakerlab.org
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https:/ /ml-gsai.github.io/LLaDA-demo/



https://ml-gsai.github.io/LLaDA-demo/

Success mode:

86


https://s3.amazonaws.com/media-p.slid.es/videos/1146306/tTZfnlVt/dino_example.mp4

Success mode:

A dog is standing on a hardwood floor.

[Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. Xu et al. CVPR (2016)]
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Failure mode:

.
A woman is sitting at a table
with a large pizza.

A person is standing on a beach
with a surfboard.

88



Failure mode:

-

A large white bird standing in a forest. A woman holding a clock in her hand.




Failure mode:

@ Giannis Daras 7t NeurlPS 2023 Another example: "Two whales talking about food, with subtitles". We get

@giannis daras ) . ] )
an image with the text "Wa ch zod rea" written on it. Apparently, the

whales are actually talking about their food in the DALLE-2 language.
(4/n)

DALLE-2 has a secret language.
"Apoploe vesrreaitais" means birds.
"Contarra ccetnxniams luryca tanniounons" means bugs or pests.

The prompt: "Apoploe vesrreaitais eating Contarra ccetnxniams luryca
tanniounons" gives images of birds eating bugs.

Wa ch zod ahaakes

Athread (1/n)E_ rea. wathalll

Figure 4: Left: Image generated with the prompt: “Two whales talking about food, with
subtitles.”. Right: Images generated with the prompt: “Wa ch zod ahaakes rea.”. The gibber-
ish language, “Wa ch zod ahaakes rea.”, produces images that are related to the text-conditioning
and the visual output of the first image.
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Summary

o Transformers combine many of the best ideas from earlier architectures—convolutional
patch-wise processing, relu nonlinearities, residual connections —with several new
innovations, in particular, embedding and attention layers.

o Transformers start with some generic hard-coded embeddings, and layer-by-layer, creates
better and better embeddings.

« Parallel processing everything in attention: each head is processed in parallel, and within
each head, the g, k, v token sequence is created in parallel, the attention scores is computed

in parallel, and the attention output is computed in parallel.
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We'd love to hear
your thoughts.

Thanks!

for your attention!
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https://forms.gle/htC97GQJmsNDWB8ZA
https://forms.gle/htC97GQJmsNDWB8ZA

